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2.3  Alignment Of Original And Distorted Video Imagery

Video imagery consists of a series of frames that are transmitted

and di splayed in sequence on a video display device.  The most common

video fo rmat in use in the United States is the National Television

Systems Committee (NTSC) broadcast standard.  With NTSC format, one frame

consists of two sequential interlaced fields (Fink, 1975).  The field

scanning se quence is horizontally left to right, and vertically top to

bottom.  The first field scans the even numbered lines (2, 4, 6, etc.)

and then the second field scans the odd numbered lines (1, 3, 5, etc.).

To be able to time align input and distorted output video, the video

digitizing system must capture each NTSC field (which occur at the rate

of 59.94 fields per second).  Some feature extraction techniques re quire

that the input and distorted output video have been aligned beforehand.

Alignment or matching of input and distorted output video frames is

complicated by the wide range of video coding schemes that are in use,

and by the presence of an unknown video delay within the system under

test.  One common video compression scheme omits fields and/or frames

before transmission, and then uses field and/or frame repetition on the

receiving end to fill in the missing fields and/or frames.  Thus, one is

not guaranteed that an aligned output frame exists for each input f rame.

Sections 2.3.1 and 2.3.2 describe two methods for automatically ali gning

video scenes.  Each method has been found to be useful, depending upon

which f eatures one desires to extract from the digitized video.  Both

alignment methods assume that some motion or changing scenery is pr esent

in the video.  For completely static video scenes, alignment is not an

issue.

2.3.1  Single-frame Temporal Alignment

Alignment of input and distorted output video scenes based on one

output video frame is computationally f ast and particularly useful when

one wishes to preserve the temporal nature of the video.  As was

previously mentioned, because of the possibility of frame omission and

repeti tion, there is no guarantee that an aligned output video frame

exists for each input video frame.  The refore, it is necessary to align

the input to the output, and not visa-versa.  In other words, given an

output frame, find the input frame which best matches that output f rame.

For single-frame temporal alignment, the alignment is only performed for
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one output frame in the video sequence.  The rest of the input and output

video frames are temporally paired one for one, based upon the alig nment

found for the chosen output video frame.  In practice, to assure that a

causal alignment between the output and input video is obtained, the

alignment for each of several consecutive output frames should be f ound.

Then, the output frame which yields the smallest positive shift in time

of the input video sequence produces the correct causal alignment.

The best matching input frame (for the chosen output frame) is found

by computing the error difference images between the selected output

frame and all reasonable input frames.  When selecting the set of

reason able input frames, one must account for video delay within the

system and the uncertainty of that video delay.  Assuming the video scene

contains some motion, the standard deviation of the error (accumulated

over all pi xels in the error image) goes to a minimum for the best

aligned input image.  The reader is referred to equation 1 of Appendix

A for a mathematical definition of single-frame temporal alignment.  The

mean of the error image, being sensitive to small low frequency spe ctral

components near DC, should not be used to perform time alignment.  The

standard deviation is not sensitive to small changes in the average gray

level of the sampled images, but may be sensitive to changes in video

gain.  Thus, for this alignment technique (as well as for other feature

extraction techniques proposed in this report), the gain of the video

system should be stable over time.

A priori knowledge of the video delay for the system under test can

ease the computational burden of the alignment process by minimizing the

number of error difference images that must be examined.  For each error

differ ence image, computation of the standard deviation requires the

accumulation of the image pixel values and the squares of the image pixel

values.  A computationally faster alignment could be obtained if the

standard deviation calculation were replaced with a pixel counting scheme

where one simply counted the number of error image pixel values that were

less than a lower threshold or greater than an upper threshold.  Here,

care must be taken to make sure that any shifts in the mean of the error

image are contained between the lower and upper thresholds.

Single-frame temporal alignment can be assisted if one is able to

superimpose a time code or other timing data onto the input video frames.

Then, align ment can be determined by processing a much smaller portion

of the video image (just the part which contains the time code).
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However, with this technique some accuracy may be lost since the video

device under test might behave differen tly for the sub-regional part of

the image that contains the changing time code.

In summary, single-frame temporal alignment prese rves the temporal

characteristics of the input and output video.  The two contiguous

sequences of input and output video fra mes are time aligned.  All input

and output video frames are preserved in the aligned sequences.  Later

in this report, single-frame alignment will be required before extracting

temporal features of motion video like jerkiness (see Table 1).

2.3.2  Multi-frame Temporal Alignment

There are cases when the single-frame alignment technique is not

adequate to perform the desired feature extraction.  Such a case occurs

when the user desires to measure the "snapshot" quality of the video

imagery.  For example, the user may require very high spatial resol ution

of the presented picture to troubleshoot circuit diagrams, but frequent

updating of the video image may not be required.  For a fixed

transmission bit rate, the user may prefer one new high resolution video

frame per second rather than thirty low resolution video frames per

seco nd.  Another alignment technique, called multi-frame temporal

alignment, is useful for features designed to measure the "snapshot"

quality of the video system.

Multi-frame alignment differs from single-frame alignment in that

the best matching input frame is found for every  output frame.  The

techniques discussed for single-frame alignment are simply applied to

each output frame.  Since frames may have been omitted in the output

video, multi-frame alignment will skip the video input frames that have

no correspo nding output frames.  The computational task of multi-frame

alignment may be eased considerably by intelligently choosing the set of

input frames that must be examined for each output frame.  In particular,

the correct input frame alignment found for the previous output frames

can be used to guess the input frame alignment for the current output

frame.

A side benefit of multi-frame alignment is the detection of missing

fields and/or frames in the output video.  Multi-frame alignment may be

used to compute the missing frame ratio (MFR), a useful measure of motion

jerkiness.  The MFR feature is computed as the number of missing frames
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in the out put video scene divided by the total number of frames (see

equation 2 of Appendix A for a mathematical definition of MFR).

Figures 2 and 3 illus trate single-frame and multi-frame alignment

applied to a video scene that contained motion.  The top row of Figure

2 shows four consecutive frames that were captured every 1/30 sec, left

to right, from the original NTSC video scene.  This original NTSC video

scene was injected into a VTC/VT coder/decoder (codec) running at 1/4 the

digital signal one (DS1) rate of 1.544 Mbps.  The codec output is shown

in the bottom row of Figure 2.  The solid lines in Figure 2 show the

ordering of the input and output video frames when single-frame alignment

was applied using the first codec output frame.  The dashed lines show

the ordering of the input and output video frames when multi-frame

alignment was used.  Figure 3 shows the error difference images (input

frame minus output frame) that were used to determine the single-frame

and multi-frame alignment of Figure 2.  In Figure 3, white and black are

positive and negative error, respectively, while the gray background

represents no error.  The top row in Figure 3 shows the error diffe rence

images between the four input frames (top row of Figure 2) and the first

codec output frame (bottom, left image in Figure 2).  Of the four error

images in the top row of Figure 3, the first one (leftmost) contains the

smallest error (least amount of black and white).  Thus, when single-

frame alignment was applied using the first codec output frame, the solid

lines in Figure 2 give the pairing of the input and output video fr ames.

Rows two, three, and four of Figure 3 give the corresponding error

difference images for the second, third, and fourth codec output frames

in Figure 2.  Clearly, the particular codec tested discarded every other

NTSC input video frame and performed frame repetition on the output to

fill in for the missing video frames.  The missing frame ratio (MFR) for

the example in Figures 2 and 3 is calcu lated as two divided by four (or

.5), since two of the four input video frames were missing in the output.

In summary, multi-frame temporal alignment may destroy the original

ordering of the input video sequence.  Since the closest matching input

video frame is found for each output video frame, some input video frames

may be discarded.  Multi-frame alignment is useful for developing quality

measures that are independent of the output video frame rate.  Such

measures are useful for application groups that require high quality

"snapshot" video at low frame rates (for instance, medical imaging).

Later in this report, multi-frame alignment will be required before





Figure 3. Error difference images (input-output) of Figure 2. Top row - NTSC 
input (top row in Figure 2) minus codec output image 1 (bottom row, 
leftmost frame in Figure 2). Second, third, and fourth rows are 

NTSC input minus codec output images 2, 3, and 4, respectively. 
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extracting spatial blurring, blocking, and edge busyness (see Table 1)

features that accurately measure the "snapshot" video quality.

2.4  Preconditioning Of The Sampled Video

Certain spatial-temporal properties of the video display and/or

human visual system may be taken into a ccount by proper preconditioning

of the samp led video before feature extraction.  Image preconditioning

normally involves application of some form of non-linear amplitude and/or

frequency d omain weighting functions.  Historically, the goal of image

preconditioning has been to enable distortion measures (such as the error

difference) to correlate accurately with the subjective quality rating.

Mannos and Sakrison (1974), Sakrison (1977), Limb (1979), Carlson and

Cohen (1980), Barten (1987, 1988), Miyahara (1988), and Ohtsuka et al.

(1988) have suggested possible amplitude and frequency domain weighting

functions for black and white pictures and/or video displays.  Ampl itude

domain tran sformations have also been suggested for color images.  The

red, green, and blue color system typically employed in video displays

does not yield a perceptually uniform color space.  Ideally, in a

perceptually uniform color space, each color axis is perceptually

independent of the others and psychometrically uniform.  The Munsell

color space (Newhall, 1943), the CIE color space (CIE Supplement No. 2

to CIE Publication No. 15, 1978),  and transformations proposed by

Miyahara and Yoshida (1988), and Taylor et al. (1989) are such uniform

color spaces.  Frequency domain transformations for color images have not

been addressed and are currently a research topic.

A subjectively judged video library that contains the wide range of

impairments found in digitally transmit ted video systems is required to

eval uate the usefulness of the various weighting functions.

Impl ementation of amplitude domain weighting functions is normally

computationally efficient.  Implementation of frequency domain weig hting

functions is computationally expensive as two fast Fourier transforms

(FFT) per image are required (one forward and one inverse).  For this

report, no preconditioning (other than that described for the extra ction

of each individual feature) has been performed.




